Abstract—In this paper, a new coded cooperation scheme called spatially coupled repeat-accumulate coded cooperation (SC-RA-CC) is proposed for multiple access channels (MAC) with a large number of users and one common destination. The proposed approach combines two advantages of repeat-accumulate (RA) codes and spatial coupling. RA codes show the superior decoding performance with the simple encoding and spatial coupling exhibits the so-called threshold saturation behavior; the threshold of coupled codes with sub-optimal belief propagation (BP) decoding asymptotically achieves the optimal maximum a posterior (MAP) decoding threshold. Our SC-RA-CC can be considered as the distributed version of spatially coupled repeat-accumulate codes which provide the higher spatial diversity and coding gain when both the number of users and the size of packets are limited. The performance of the proposed coded cooperation is analyzed via density evolution (DE). Numerical results confirm that SC-RA-CC can efficiently obtain even higher diversity and coding gain than both direct transmission and conventional adaptive network coded cooperation (ANCC).
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I. INTRODUCTION

Multiple access channels (MAC) with a large number of users and one common destination have been actively investigated to design many-to-one wireless communications systems such as wireless sensor networks (WSNs) for environmental monitoring, disaster prevention, and so on [1]. The information should be reliably and efficiently transmitted over the wireless channels while the channels are typically unreliable due to the multipath fading. When the channel coherence time is longer than a transmission frame, i.e., flat fading, and the signal power at the destination is deeply faded, the channel coding does not help anymore. The use of multiple antennas at the transmitter and/or receiver side can effectively mitigate the effect of fading even in flat fading channels [2, 3]. However, for many applications such as WSNs, the deployment of multiple antennas is too costly in terms of size and power consumption.

To this end, cooperative diversity protocols such as amplify-and-forward (AF) and decode-and-forward (DF) protocols have been proposed, which demonstrate a potential to achieve a diversity gain or enhance the capacity of wireless systems without deploying multiple antennas at every nodes [4]. Furthermore, coded cooperation has been proposed to obtain not only the spatial diversity gain but also the coding gain through the cooperation [5]. Due to the half duplex constraint, the protocol of coded cooperation is composed of two steps; at the first step, all transmit nodes sequentially broadcast their information packets. At the second step, every node independently encodes a parity packet based on the others’ packets correctly decoded at the first step and transmits it to the destination. At the destination, every information packet and corresponding parity packet composes a codeword where parity packets are transmitted over mutually independent wireless channels. Coded cooperation, hence, can enjoy both the spatial diversity gain and coding gain.

Adaptive network coded cooperation (ANCC) has been subsequently proposed for a large-scale network with a large number of transmit nodes [6]. The idea of ANCC is to dynamically map the subgraph of the network topology to the graph of codes by randomly XORing several packets out of the successfully received ones. The resulting codes form the low-density generator-matrix (LDGM) codes which is a special class of low-density parity-check (LDPC) codes [7]. Although the sufficiently long codeword length is necessary to enhance the decoding performance of LDGM codes [8], the codeword length of ANCC is given by the double of the number of transmit nodes, regardless of the size of information packets. Therefore, if the number of transmit nodes is limited, the decoding performance of ANCC would have a large gap from the theoretical limit of the underlying codes. Moreover, in order to decode these coded packets, the destination should have the knowledge of entire underlying graph. In practice, the overhead informing such information becomes considerably large which leads to the loss of bandwidth efficiency of the system. The question that may arise here is how to achieve the decoding performance approaching to the channel capacity with practical encoding and decoding complexity when both the number of users and the length of information packets are limited.

In this paper, we propose a new coded cooperation scheme named spatially coupled repeat-accumulate coded cooperation (SC-RA-CC). Repeat-accumulate (RA) codes have been proposed in [9] as turbo-like codes, which show the decoding performance comparable to turbo codes [10] while its encoding complexity is lower. More recently, spatially coupled LDPC code has been proposed in [11]. The remarkable invention of this code is spatial coupling that exhibits the so-called threshold saturation behavior; the threshold of coupled codes with sub-optimal BP decoding asymptotically achieves the...
transmits their own packets to the common destination based on the time division multiple access (TDMA). We here define a *transmission block* as a time period that *N* nodes transmit their own packets and assume that every node transmits *T* different packets through *T* transmission blocks.

In this paper, wireless channels are modeled as binary erasure channel (BEC). This model simplifies the mathematical analysis of error-correcting codes. Moreover, in order to model the effect of slow fading, we assume that the bit erasure probability does not change during *T* consecutive transmission blocks. In typical cooperative communications, the transmit nodes are closely-placed and thus the average received signal power at the transmit nodes is even higher than that at the destination. Therefore, we assume that the channels between the transmit nodes are ideally error-free for simplicity. Then, bit erasure probability from node *i* to *j* ∈ {1, 2, · · ·, *N* + 1} at transmission block *t* = 1, 2, · · ·, *T* can be written as

$$
\epsilon_{i,j}^{(t)} = \begin{cases} 
0 & (1 \leq j \leq N) \\
\epsilon_i & (j = N + 1) 
\end{cases}
$$

(1)

Here (*N* + 1) is an index of the destination node and *ε* denotes the bit erasure probability of the channel between node *i* to the destination node. Note that, in coded cooperation, (*T* + 1) transmission blocks are needed to transmit *T* different information packets of every user, which will be explained in detail in the next section.

To evaluate the coding gain and diversity gain obtained by our proposed approach, we consider the following two different channel models.

1) *Constant Channel Model*: In this model, the erasure probability of every channel link between node *i* to the destination is given by a constant erasure probability *τ*, namely *ε* = *τ*. This channel model is suitable to evaluate the pure coding gain obtained by the proposed approach.

2) *Triangle Distribution Channel Model*: As mentioned above, coded cooperation aims to exploit not only the coding gain but also the spatial diversity gain. To evaluate the potential of spatial diversity enhancement of proposed cooperation, the constant channel model is inadequate since the model does not have any difference between different channel links. Thus, we further introduce a *triangle distribution channel model* which can be considered as a simplified fading model. In this model, erasure probability is characterized by the triangle distribution of which probability density function (pdf) *f(x)* is given by

$$
f(x) = \begin{cases} 
\frac{2x}{(3\tau-1)^2} & 0 \leq x \leq 3\tau - 1 \\
\frac{3\tau - 1 - x}{3\tau} & 3\tau - 1 < x \leq 1 
\end{cases}
$$

(2)

Note that the average erasure probability *τ* in this model should be $\frac{1}{3} \leq \tau \leq \frac{2}{3}$. Figure 2 illustrates the pdf with $\tau = 1.3/3$ as an example.

**III. Spatially Coupled Repeat-Accumulate Coded Cooperation**

In this section, the encoding of SC-RA-CC is explained. Moreover, two different graph expressions of SC-RA-CC are
given so as to elaborate the structure of SC-RA-CC achieving the superior performance.

A. Encoding

Encoding block diagram of transmit nodes \( i \) at the \( t \)-th transmission block is illustrated in Fig. 3. Let \( s_{j}^{(t)} \) denote \( K \)-bit information packet transmitted by transmit node \( j \) at the \( t \)-th transmission block. A \( K \)-bit binary vector \( u_{j}^{(t)} \) indicates the latest information packet transmitted by node \( j \) at the \( t \)-th transmission block and thus it can be rewritten by

\[
u_{j}^{(t)} = \begin{cases} 
s_{j}^{(t)} & (j < i) \\
_{j}^{(t-1)} & (j > i) \end{cases}
\tag{3}
\]

The vector \( u_{j}^{(t)} \) is interleaved by corresponding interleaver \( \pi_{i,j}^{(t)} \) and the resulting binary vector is denoted by \( u_{j}^{(t)} \). Note that the interleaver \( \pi_{i,j}^{(t)} \) is mutually and stochastically independent of ones with different \( t \), \( i \), and \( j \). As observed in the figure, every transmission block, the transmit node \( i \) has \((N-1)\) interleaved vectors. These \((N-1)\) vectors are combined into a \( K \)-bit vector \( v_{i}^{(t)} \) by the following equation:

\[
v_{i}^{(t)} = \bigoplus_{j=1}^{N} u_{j}^{(t)} \quad \tag{4}
\]

where \( \bigoplus \) expresses bit-by-bit XOR operation. Finally, a \( K \)-bit parity packet \( p_{i}^{(t)} \) is obtained by differentially encoding the vector \( v_{i}^{(t)} \) as illustrated in Fig. 3. The node \( i \) transmits \( s_{i}^{(t)} \) and \( p_{i}^{(t)} \) as its own message to the destination at the \( t \)-th transmission block.

Note that, at the first transmission block i.e., \( t = 1 \), first \((N-1)\) transmit nodes do not have \((N-1)\) information packets from the others to calculate (4). In this case, node \( j \) just encodes \((j-1)\) packets. Similarly, at the last transmission block i.e., \( t = T + 1 \), transmit nodes do not have new information packets anymore but the transmit node \( j \) has \((N-j)\) packets to be encoded. Also note that the last user \( j = N \) at the last transmission block \( t = T + 1 \) does not have any packets to transmit. Therefore, the resulting coding rate of SC-RA-CC \( R \) is calculated as \( R = \frac{2TN-N-2}{TN} \).

B. Graph Expressions of SC-RA-CC

To clearly show the structure of SC-RA-CC, we here introduce a representation of bipartite graph called Tanner-graph. Figure 4 is a Tanner-graph of SC-RA-CC with \( N = 4 \) and \( K = 3 \) at the arbitrary transmission block \( t \) where circles indicate variable nodes corresponding to coded bits and squares indicate check nodes corresponding to a single parity check constraint. Also, white and black circles respectively indicate information and parity bits. Note that, in Fig. 4, parity bits of user 4 at \( t = 1 \) and user 1 at \( t = 2 \) are only illustrated for simplicity.

As explained above, every transmit node utilizes \((N-1)\) information packets to encode the parity packet. The parity of node 4 is obtained by XORing the interleaved information bits of three users. Subsequently, node 1 would combine three information packets with corresponding interleavers to encode the parity packet at the next transmission block.

To further elaborate the structure of SC-RA-CC, we introduce a protograph \([13]\) of SC-RA-CC. Figure 5 shows the protograph with \( N = 4 \) and \( T = 2 \). The graph has white and black circles respectively indicating \( K \)-bit information packets and parity packets, i.e., variable nodes. Also, square nodes indicate check nodes. Note that the edges between...
white variable nodes and check nodes include the operation of random permutation (cf., Fig 4). As obvious from the figure, check nodes are connected with spatially-close variable nodes and check nodes on both ends of the graph have less edges than those in the center. The corresponding variable nodes of check nodes with less edges would be successfully decoded with high probability and this phenomenon would be propagated to nodes in the center with the aid of BP decoder [14], which results in the superior performance of SC-RA-CC. Also, transmit node 1 at the first transmission block \( t = 1 \) does not have the parity packet and transmit node 4 at the last transmission block \( t = 3 \) do not have any packets to transmit as described in Section III-A.

This protograph representation clearly explains how the cooperation exploits the network structure to construct the code even when the number of users and the length of information packet are limited. Different from ANCC, spatially coupled parity packets of SC-RA-CC contribute the decoding of \( N \times T \) information packets and thus SC-RA-CC can efficiently construct the long codeword enough.

It is also worth noting that the SC-RA-CC does not require the overhead to inform the XOR operation of every transmit node. Different from ANCC, every nodes always combine all the received packets without randomly choosing them.

IV. DENSITY EVOLUTION ANALYSIS

In this section, the decoding threshold of SC-RA-CC is analyzed by density evolution [15].

1) Constant Channel: Density evolution tracks average bit erasure probability of every packets upon BP decoding. As obvious from the protograph of SC-RA-CC described in Section III-B, variable nodes corresponding to information packets and parity packets have the different number of edges. Thus, we separately derive the bit erasure probability of these nodes.

Upon \( t \) iterations of BP decoding, bit erasure probability of information packet \( x_{t,i}^{(l+1)} \) and parity packet \( y_{t,i}^{(l+1)} \) are respectively calculated by

\[
x_{t,i}^{(l+1)} = \epsilon_i \left( \frac{1}{N-1} \sum_{j=1}^{N-1} \left( 1 - (1 - \mu(y, i+j))^2 \times \prod_{k=1, j \neq k}^{N-1} (1 - \mu(x, i+j-k)) \right) \right)^{N-2}
\]

and

\[
y_{t,i}^{(l+1)} = \epsilon_i \left( 1 - (1 - \mu(y, i)) \times \prod_{k=1}^{N-1} (1 - \mu(x, i+k)) \right),
\]

where the function \( \mu(\alpha, \beta) \) calculates the index of \( \alpha \) by

\[
\mu(\alpha, \beta) = \begin{cases} 
\alpha_{l+1, \beta+N} & (\beta \leq 0) \\
\alpha_{l+1, \beta} & (0 < \beta \leq N) \\
\alpha_{l+1, \beta-N} & (N \leq \beta)
\end{cases}
\]

The decoding threshold of BP decoding \( \epsilon^{th} \) is defined as

\[
\epsilon^{th} \triangleq \sup \left\{ \epsilon > 0 \mid \lim_{l \to \infty} x_{y_{l},y_{l}}^{(l)} = 0 \right\}
\]

For the erasure probability below this threshold, decoding erasure probability goes to zero. Finally, the bit erasure probability \( \tau \) is simply used instead of \( \epsilon \) for the constant channel.

2) Triangle Distribution Channel: To evaluate the achievable diversity gain of cooperation, we evaluate the outage probability rather than \( \epsilon^{th} \) averaged over the channel realization where the outage event occurs when the decoding erasure probability does not go to zero upon decoding. Thus outage probability can be defined as

\[
P_o \triangleq E \left[ \Pr \left( \lim_{l \to \infty} x_{y_{l},y_{l}}^{(l)} > 0 \right) \right].
\]

The outage probability of direct communication is simply calculated by

\[
P_o = E \left[ \int_0^{\epsilon^{th}} f(x)dx \right],
\]

where the function \( f(x) \) is given by (2) and \( \epsilon^{th} \) is calculated by (8). Also, the outage probability of SC-RA-CC is numerically calculated using (5) and (6).

V. NUMERICAL RESULTS

In this section we shows numerical results of computer simulation and density evolution analysis. In the following, we assume that \( T = 20 \) and the maximum number of iterations in every BP decoding is 300.

A. Constant Channel

Figure 6 shows the bit erasure rate (BER) of direct communication, SC-RA-CC, and conventional ANCC [6] where the length of information packets is assumed to be \( K = 100, 300, \) and 500 and the number of transmit nodes is assumed to be \( N = 4 \) and 8. For ANCC, the degree \( D \) is set to be 2 that is optimized via computer simulations. Theoretical limits
of SC-RA-CC with $N = 4$ and 8 are also presented, which are calculated by (8). Note that the coding rate of SC-RA-CC with $N = 4$ and 8 and conventional ANCC is 0.494, 0.491, and 0.5, respectively.

Comparing with the direct transmission and conventional ANCC, SC-RA-CC significantly improves the decoding performance because of high coding gain. Also, SC-RA-CC provides the lower BER as $K$ increases since the codeword length of SC-RA-CC is proportional to both the length of information packets and the number of users while that of ANCC only depends on the number of users. However, gaps between simulation results and decoding thresholds obtained by density evolution are still observed, which are about 0.04. This is because, in the calculation of density evolution, the infinite codeword length is assumed while the codeword length in simulations is limited.

The performance of $N = 4$ exhibits the error floor even when $K = 500$. SC-RA-CC couples $(N - 1)$ information packets as explained in Section III-B. This structure efficiently retrieves the erased bits from the end points to the center of the protograph. However, if the coupling is too weak (namely $N$ is small), the performance improvement via BP decoding would be limited and the SC-RA-CC would exhibit the error floor.

B. Triangle Distribution Channel

Figure 7 shows the decoding error rate (DER) of direct communication, conventional ANCC, and SC-RA-CC with $N = 4$ and 8 versus average bit erasure probability $\tau$ of the triangle distribution channel where the decoding error is defined that the decoded codeword includes at least one bit erasure. In the following, the length of information packet $K$ is 100. The outage probabilities of direct communication and SC-RA-CC are also drawn in the figure.

As obvious from the figure, owing to the diversity gain, the slope of SC-RA-CC is steeper than that of direct communication and conventional ANCC meanwhile the direct communication and ANCC achieve the better performance at the high erasure probability region. In SC-RA-CC, the BP decoder retrieves the information from the end points to the center. The BP decoding, however, would stop when facing with burst erasures [16]. This phenomenon results in worse DER performance at the high erasure probability region. Also, as similar to the case with constant channel, the higher coding gain can be obtained by increasing $N$.

Finally, Fig. 8 shows the BER performance of direct communication, conventional ANCC, and SC-RA-CC with $N = 4$ and 8 over triangle distribution channels. Different from all the results shown above, the SC-RA-CC with small $N$ provides the lower BER performance. When facing with the burst erasures, the BP decoding of SC-RA-CC causes more bit erasures in the codeword. When large $N$ is utilized, the resulting protograph becomes sensitive to burst erasures. To overcome this issue, an attractive option is the use of multi-dimensional spatial coupling [16] or irregularly spatial coupling like Luby transform (LT) codes [17], which still remains as the future work.

VI. CONCLUSION

In this paper, we proposed SC-RA-CC and numerical results confirmed that SC-RA-CC can significantly improve the decoding performance even when the number of nodes and the length of information packets are limited.
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