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ABSTRACT LoRaWAN (Long Range Wide Area Network), a type of LPWAN (Low Power Wide Area
Network), has gained popularity for enabling long-distance data transmission with low-power consumption.
However, single-hop LoRaWAN may not be able to provide a sufficiently wide communication range
in a practical environment. Although multi-hop communication can offer a wider communication range
in LoRaWAN, it has its distinct challenges: the hidden node problem, synchronization misalignment,
throughput degradation, and increased power consumption due to noncentralized operation. This paper aims
to solve those challenges by proposing an autonomous distributed adaptive resource allocation method and
a synchronization misalignment compensation method for multi-hop LoRaWAN systems. In the proposed
method, each device selects the radio resource, i.e., time slot and frequency channel, for packet transmission
through a mapping rule shared among the devices in advance. Since each device can calculate the timing
of the current packet transmission from its preceding device, it can compensate for the misalignment of
synchronization. Furthermore, predicting the timing of the next packet from the preceding device enables
the device to open the receive window during that time only. Thus, this resource selection not only helps
avoid packet collisions but also reduces power consumption by preventing unnecessary reception window
openings, thereby improving the efficiency of LoRaWAN communication. The proposed methods are
implemented in commercially available private LoRa systems to show their potential to reduce device power
consumption by up to 50% reduction.

INDEX TERMS Internet of Things, LoRaWAN, low-power wide area networks, resource allocation.

I. INTRODUCTION
A. BACKGROUND
In recent years, research and development of the Internet-of-
things (IoT), in which various devices are connected to the
Internet for information exchange, has been underway [2].
Some IoT devices constituting a wireless sensor network
(WSN)must be battery-powered for flexible deployment over
a wide area to realize smart cities and smart agriculture.
Therefore, there is an increasing demand for communication
standards that enable long-range communication with low
power consumption.

Low-power wide area network (LPWAN) is a generic
communication technology that meets the requirements
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mentioned above [3]. Although its transmission data rate
is low, LPWAN can provide a wide communication area
with low power consumption. Since a family of LPWAN
technologies uses unlicensed bands, the duty cycle (DC)
constraint is introduced on each frequency channel to realize
frequency sharing with other systems [4]. The DC is specified
for each device and limits the transmission time spent on each
frequency channel per unit time below the specified value [5].
Long-range wide area network (LoRaWAN), one of

LPWAN technologies, is widely used due to its low deploy-
ment cost and use of unlicensed bands. Chirp spread spectrum
(CSS)-based long-range (LoRa) modulation is used in the
physical layer of LoRaWAN to achieve long-range and low
power consumption. In LoRa modulation, the number of bits
transmitted per symbol is defined as the spreading factor (SF)
in the range of 7 to 12 [6]. Increasing the SF improves noise
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immunity and enables long-range communication; the data
rate decreases. In other words, a high data rate and long-range
communication cannot be achieved simultaneously in a
single-hop communication in LoRaWAN.

Multi-hop communication can maintain a high data rate
while achieving a wide communication area [7], where
several relays are introduced between the transmitter and the
receiver. However, wemay face several problems if multi-hop
communication is introduced to LoRaWAN. First, multi-hop
communication is prone to the hidden node problem, in which
packet collisions occur due to simultaneous transmissions
from devices outside the carrier sense (CS) range [8].
Specifically, suppose the case of LoRaWAN multi-hop
communication from a transmitter to relay 1, relay 2, and
a receiver in the order. Since the transmitter and relay
2 cannot detect each other’s transmission, packet collision
may happen. Please note that if they can detect each other,
then it is not necessary to introduce relay 1 between them in
the first place. Secondly, LoRaWAN devices cannot transmit
and receive packets simultaneously due to a half-duplex
communication constraint. Lastly, since the relay does not
know when a packet will arrive, it always needs to open the
receive window to receive the packet that is to be forwarded.
This continuous receive window opening drains the battery
significantly.

B. RELATED WORKS
Various approaches have been researched to increase the
throughput of multi-hop communications, including time
division multiple access (TDMA)-based and spatial division
multiple access (SDMA)-based approaches that avoid the
hidden/exposed node problem by controlling the transmission
timing and beamforming [9], [10], [11]. However, synchro-
nization or beamforming among devices requires communi-
cation overhead. Although packet collision can be avoided
through request-to-send (RTS) and clear-to-send (CTS) and
by using multiple frequencies [12], [13], the number of
available frequency channels is limited. Intermittent periodic
transmit (IPT) [14] can avoid packet collision along the
multi-hop communication path; however, it considers the
scenario when all the devices are synchronized, which is not
possible in LoRaWAN systems.

Devices should operate with low power consumption to
lengthen their battery life. Especially in multi-hop commu-
nications, when battery-powered devices such as LoRaWAN
devices are used as relays, it is necessary to reduce power
consumption. There are two types of approaches to save
power consumption in multi-hop communication, namely,
time-asynchronous and time-synchronous [15]. In the time-
asynchronous approach, each device transmits randomly, and
the receiver does not know when a packet will arrive. This
can be solved by always opening the receiving window,
but the receiver consumes more power than necessary.
In [16], the transmitter transmits after receiving a beacon
from the receiver, thereby reducing power consumption

by opening a minimum necessary receiving window for
the receiver. On the other hand, in the time-synchronous
approach, the transmission timing of each transmitter/relay is
predetermined, e.g., TDMA-based [17], so the waiting time
for packet reception can be significantly reduced. Therefore,
it is possible to increase sleep time, which saves power. Since
the clocks of low-cost devices in LoRaWAN are not accurate,
synchronization deviates among devices over time, i.e., clock
drift [18]. Thus, it is essential to consider the impact of
clock drift in incorporating multi-hop communication into
LoRaWAN systems.

C. PURPOSE AND CONTRIBUTIONS
This paper proposes an autonomous distributed adaptive
resource allocation method and a synchronization misalign-
ment compensation method to solve the above problems of
conventional multi-hop LoRaWAN. The proposed method
dynamically allocates time and frequency resources for
packet transmission to avoid packet collision. Specifically,
each transmitting device selects one of the available radio
resources, i.e., a combination of time slot and frequency
channel, based on its hop index and the packet counter in
the header of the LoRaWAN packet [6]. This allows the
devices to share the resource information for packet collision
avoidance. Furthermore, each receiving device can estimate
when to receive the next packet, so it does not need to always
open the receive window. The estimated transmission timing
of its preceding device allows the device to compensate for
the impact of clock drift.

The primary contributions of this paper are as follows.
1) The proposed resource allocation method can realize

efficient LoRaWANmulti-hop communication through
dynamic resource mapping based on the device index
and the counter index, which enables

• distributed packet collision avoidance among the
devices,

• and power saving of relays.
2) This paper also proposes a sequential synchronization

misalignment compensationmethod among the devices
that does not require any control signal overhead.

3) The proposed resource allocation method is evaluated
through computer simulation and implementation into
the commercially available private LoRa devices.

The remainder of this paper is organized as follows.
Section II describes the systemmodel. Section III explains the
proposed method. Section IV provides the simulation results.
Section V shows the actual experimental results. Section VI
concludes this paper.

II. SYSTEM MODEL
A. TRANSMISSION AND RECEPTION PROCESSES
This paper assumes a multi-hop communication system
consisting of M devices (setM = {0, . . . ,m, . . . ,M − 1})
where data packets are transmitted from a transmitter (m = 0)
to a receiver (m = M − 1) through M − 2 relays (m ∈
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FIGURE 1. System model.

FIGURE 2. Transmission frame structure.

{1, 2, . . .M − 2}), as shown in Figure 1. Each device is
assigned an index m ∈ M that determines the order of
hops, and these indices are assumed to be known among
the devices. It is assumed that due to the long distance or
obstacles between them, device m cannot receive the signal
from device m′(< m − 1), which is a practically reasonable
assumption.

The transmitter sequentially transmits data packets of a
fixed time length T p sec. Without loss of generality, packet
i contains a packet counter i in its header.
At the start of transmission, all the relays and receiver

(‘‘receiving device mr ∈ M\{0}’’) will be in the standby
state with the receive windows of all frequency channels
(‘‘all receive windows’’) opened until reception of the
first packet from the transmitter and their preceding relay
(‘‘transmitting device mt ∈ M\{M − 1}’’). The relays
are able to transmit a packet after receiving the packet
from its preceding transmitting device with a smaller index
than its own.

As shown in Figure 2, the system divides the continuous
time into multiple frames of time length T f sec, which is
further split into Q time slots of T s sec. The start timing
of the gth frame is denoted by t fg. The system uses K
frequency channels. Thus, the number of available resources
within a frame is Q × K .1 Each transmitter selects one of
the combinations of time slot and frequency channel, i.e.,
resource, for packet transmission.

LoRaWAN devices generally operate in a half-duplex
mode, meaning transmission and reception cannot be per-
formed simultaneously. Therefore, for example, the transmis-
sion timing of a transmitter (m = 0) and a relay (m = 1)
must be different. In this paper, the devices with even indexes
are assumed to transmit in the even-numbered frames, and
the devices with odd indexes are assumed to transmit in

1Note that since there is no absolute synchronization among the devices,
the system is not a kind of Slotted ALOHA system but still a LoRaWAN-
compatible system, i.e., ALOHA-like system.

FIGURE 3. An example of multi-hop communication with clock drift.

the odd-numbered frames, respectively. In its transmission
frame, each device transmits a packet by selecting one time
slot within the frame. The packets are transmitted with an
offset time T o sec from the starting timing in the slot. During
the non-transmitting frame, each device can receive a packet
from its preceding transmitting device.

B. CLOCK DRIFT
Since the clocks of inexpensive LPWAN devices are gen-
erally not highly accurate, time deviations occur between
devices if there is no external input, such as global positioning
system (GPS) [19]. Such time discrepancy accumulates over
time. This paper defines the clock drift as the relative time
deviation of device m ∈M\{0} from device m = 0.
Since the clock drift accumulates over time, the time

duration of one frame at device m, i.e., T f
m sec, can be

expressed as [20]

T f
m = T f

+

∫ T f

0
1T d

m(t)dt, (1)

where 1T d
m represents the normalized clock drift of device m

normalized by unit time. Similarly, T s, T o, and T p are set to
T s
m, T

o
m, and T

p
m, taking into account the clock drift at device

m.
In this paper, the clock at device m = 0 is taken as a

reference clock, and the relative time deviation of device
m ∈M\{0} is considered.
Figure 3 shows an example of multi-hop communication,

including the impact of clock drift. As described above (II-A),
devices with an even index m transmit in the even-
numbered frames, and devices with an odd index transmit
in odd-numbered frames, respectively. In Figure 3, packet
collisions will occur if Transmitter and Relay 2 do not
select different resources, especially in the even-numbered
frame.

Also, due to clock drift, frame time length T f
m of device

m becomes either shorter or longer than time length T f.
Therefore, if synchronization is not performed, transmission
and reception across slots will occur in some frames,
as shown in Fig. 3, causing packet collisions.
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III. PROPOSED SCHEME
A. OVERVIEW
This subsection describes the flow of the proposed method.
Figure 4 shows a flowchart of the proposed method for a
relay. Note that no receiving procedure for a transmitter and
no transmitting procedure for a receiver are necessary, but the
rest of the process is the same as that of a relay.

Transmitter (m = 0) sets the start timing of the 0th frame,
t f0 sec, and transmits subsequent packets according to the
packet transmission procedure described in Section III-A1 at
even-numbered frames.

Upon receiving a new data packet from its corresponding
transmitter, the relay calculates the frame timing to forward
the received packet and to receive the subsequent data packet
according to the procedure described in Section III-A2. The
above procedure enables the relay to set the sleep time based
on the estimated transmission and reception timing according
to the procedure in Section III-A2c. Packet transmission is
performed in the same way as Transmitter, along with the
procedure in Section III-A1. Figure 5 shows an example of
packet forwarding by the proposed method when devices are
ideally synchronized and the number of time slots is Q = 2.
In this example, Transmitter (m = 0) and Relay 2 (m = 2)
transmit in the same even-numbered frames but in different
time slots by following the procedure in Section III-A1. Thus,
Relay 1 (m = 1) can receive data packets from Transmitter
(m = 0) without the interference fromRelay 2 (m = 2). After
receiving a packet, Receiver (m = 3) calculates the frame
time to receive subsequent packets according to the packet
reception procedure described in Section III-A2.
As mentioned in Section II-B, devices are subject to time

deviations due to clock drift. Therefore, this paper proposes
a synchronization algorithm that each device carries out
based on the information in the header of the LoRaWAN
packet in a distributed manner. Upon receiving the first data
packet, a device performs initial synchronization as described
in Section III-A2a. Then, the device performs sequential
synchronization upon the reception of the subsequent data
packets, as in Section III-A2b. This compensates for time
deviations due to clock drift and enables a transmis-
sion/reception method that avoids packet collisions.

1) PACKET TRANSMISSION PROCEDURE
Each device determines the time slot and frequency channel
for its packet transmission by using so-called mapping
rules. Specifically, transmitting device mt ∈ M\{M − 1}
determines time slot q and frequency channel k in which it
transmits packet i as follows:

q(mt, i) = mod(fq(mt, i),Q), (2)

k(mt, i) = mod(fk(mt, i),K ), (3)

where mod (·, ·) is the modulo operation, fq(mt, i) and
fk(mt, i) are arbitrary functions that produce outputs uniquely
determined by index mt of the transmitting device and
packet counter i. Since the values of i and mt and mapping

FIGURE 4. Flowchart of the proposed method in relay.

FIGURE 5. Proposed method when each device is synchronized
(K = 1, Q = 2).

functions (2) and (3) are known by all the devices in the
transmission chain, the resource selected by transmitting
device mt can be obtained by all devices. This paper
designs functions fq(mt, i) and fk(mt, i) for targeting collision
avoidance, as shown in Figure 6.

The packet transmission start timing, t txmt
[i], is expressed as

t txmt
[i] = t̃ txfmt

[i] + q(mt, i) × T s
mt

+ T o
mt

, (4)

where frame start timing t̃ txfmt
[i] sec is obtained by (6) in the

case of relay. The transmitter calculates t txmt
[i] with its own

clock from the start timing of the 0th frame t f0.

2) PACKET RECEPTION PROCEDURE
a: INITIAL SYNCHRONIZATION
Suppose that receiving device mr ∈M\{0} receives a packet
i from transmitting device mt = mr − 1 at t rxmr

[i] for the
first time, it sets the synchronization timing as tsyncmr = t rxmr

[i].
Then, the start timing of the g-th frame t̃ fg is calculated as

t̃ fg = tsyncmr − T o
mr

− q(mr − 1, i) × T s
mr

+ (g− 2 · i− mr + 1) × T f
mr

. (5)

For a relay, t̃ txfmr
[i] of the frame transmitting received packet i

is calculated as

t̃ txfmr
[i] = t̃ fmr+2i. (6)
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FIGURE 6. Packet collision avoidance through the proposed method.

FIGURE 7. Proposed method with sequential synchronization
(K = 1, Q = 2).

Receiving device mr ∈ M\{0} calculates the start timing of
the receiving slot for next packet j (j > i) as

t̃ rxsmr
[j] = t̃ fmr−1+2j + q(mr − 1, j) × T s

mr
. (7)

b: SEQUENTIAL SYNCHRONIZATION (CLOCK DRIFT
COMPENSATION)
Receiving device mr ∈ M\{0} updates the synchronization
timing to tsyncmr = t rxmr

[j] once it receives the second or later
packet j (j > i) at time t rxmr

[j] sec. Then, based on the updated
synchronization time tsyncmr , it uses (5) ∼ (7) to update t̃ fg,
t̃ txfmr

[j], and t̃ rxsmr
[l] (l > j).

Figure 7 shows an example of the synchronization
procedure for Relay 1. Due to the clock drift, frame lengths
T f of Transmitter and Relay 1 are different. First, Relay
1 performs initial synchronization (tsync1 = t rx1 [0]) when it
receives packet 0 at t rx1 [0]. Relay 1 transmits the received
packet 0 based on the frame calculated using time tsync[1].
Next, when packet 1 is received at time t rx1 [1], it updates the
synchronization time tsync1 = t rx1 [1]. Then, the frame timing
is recalculated using tsync1 to compensate for the clock drift
(Sequential synchronization). By updating the frame timing
with the sequential synchronization procedure for each packet
reception, the synchronization deviation between devices is
compensated, and transmission and reception are realized
within a given time slot.

c: SLEEP TIME CONTROL
Each device reduces its power consumption by switching to
sleep during periods when it is not transmitting or receiving.
Receiving device mr ∈ M\{0} enters the sleep state and

FIGURE 8. Sleep time control when packet reception fails (K = 1, Q = 2).

closes all receive windows as soon as the first packet is
received from the transmitting device mt ∈ M\{M − 1}.
Then, at t̃ txm [i] (derived from (4)), the device comes out of
sleep, forwards the packet, and switches back to sleep. Then,
at t̃ rxsm [i] (derived from (7)), the device wakes up from sleep,
and waits to receive packets. If a packet is successfully
received, it enters the sleep state immediately. On the other
hand, if reception does not occur within the estimated receive
slot, it waits without sleeping until the next packet is received.
Then, upon successful reception, sequential synchronization
and sleep time control are performed (Figure 8). Sleep and
transmission/reception are repeated in the same manner.

When the second and subsequent packets are received,
due to clock drift, the start timing of packet reception
t̃ rxmr

[j] = t̃ rxsmr
[j] + T o

mr
predicted by the receiving device and

the actual reception timing t rxmr
[j] are different. In order to

receive packets with consideration of this time discrepancy,
the receiving device wakes up from sleep at the start time
t̃ rxsm [i] of the receive slot and waits for the reception of packets
in the entire receive slot.

IV. SIMULATION RESULTS
This section provides the computer simulation results to
show the performance of the proposed method. Table 1
summarizes the simulation parameters. The frame length, T f

sec, is determined so that it satisfies duty cycle 1DC for each
frequency channel at each transmitting device as

T f
=

T p

2K · 1DC
. (8)

Since packet length T p sec depends on frequency band-
width W Hz and spreading factor S, W = 125 kHz and
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TABLE 1. Simulation parameters.

S = {7, 8, 9} are used to obtain T p
= {72, 123, 226} msec,

which complies with the commercially available private
LoRa device [21]. Note that all the devices use the same S.
The offset time is set to T o

= (T s
− T p)/2 to transmit

a data packet at the center of the time slot. The normalized
clock drift 1T d

m ∼ N (µm, σ 2
m) of device m, with N (µm, σ 2

m)
representing a Gaussian distribution with mean µm sec and
variance σ 2

m sec2 [20]. Mean µm and variance σ 2
m used for

the clock drift value of each device are determined from
uniform random numbers taking the range [µmin, µmax] and
[σ 2

min, σ
2
max] of the minimum and maximum values obtained

from experimental evaluation, which were obtained through
commercially available LoRa devices [20]. Without loss of
generality, the arbitrary function used in the proposed method
is fq(mt, i) = fk(mt, i) = mt + i. This paper does not consider
any packet retransmission.

For evaluating power consumption, consumption current
I tx, I rv, I slp and power supply voltage V are set based on the
parameters of 920 MHz band radio module [21].

Supposemultiple packets are transmitted simultaneously at
the same frequency channel, and a receiving device receives
both packets. In that case, we assume that both packets
are lost, i.e., no capture effect is taken into account. If a
receiving device can receive a packet during the estimated
receive window, it is considered that the packet reception is
successful.

A. PDR
Here, we will examine the effectiveness of the synchroniza-
tion compensation of the proposed method. Figure 9 shows
the packet delivery rate (PDR) performance as a function of
elapsed time. The number of time slots is set to Q = 2, the
minimum number for the proposed method to operate. The
PDR is determined by

PDR(t) ≜

U−1∑
u=0

N suc
u (t)

U−1∑
u=0

N pckt
u (t)

, (9)

where U denotes the number of trials, N pckt
u (t) denotes the

total number of packets transmitted by the transmitter up to a
certain time t . N suc

u (t) denotes the total number of packets

FIGURE 9. PDR performance as a function of elapsed time.

FIGURE 10. The impact of number of time slots Q on PDR performance.

the receiver can receive until a certain time t . The PDR
performance with the proposed sequential synchronization
(clock drift compensation) is denoted as ‘‘w/ comp.’’, and the
case without sequential synchronization is denoted as ‘‘w/o
comp.’’. The proposed sequential synchronization method
can keep the PDR to 1 regardless of S. However, if the clock
drift compensation is not introduced, the PDR performance
begins to drop after a certain period of time. This is because
the accumulated clock drift prevents packets from fitting into
the expected receive slots at the receiving device, resulting in
a drop in PDR. Furthermore, the PDR drops earlier when S is
large, indicating that the system is more susceptible to clock
drift.

Next, the effect of number of time slots Q on the PDR
performance is shown in Figure 10. Increasing number of
time slots Q leads to more sleep time, but it shortens time
slot length T s and time offset length T o within each time slot,
which makes the system less robust against the clock drift.

In LoRa, the larger S becomes, the longer T p becomes.
In this system with fixed-length time slots, the larger S
becomes, the more susceptible the system becomes to clock
drift, and the earlier the PDR performance starts to drop.
In particular, for the considered simulation parameters, S =

9 can keep PDR of 1 up to Q⋆
= 11, S = 8 up to Q⋆

= 19,
and S = 7 up to Q⋆

= 29. If Q is increased beyond these
values, the clock drift value cannot be absorbed and the PDR
will start to drop.

B. POWER CONSUMPTION
Next, the power-saving effect of the proposed method is
evaluated. The power consumption during transmission state
W tx, reception state W rx, and sleep state W slp are shown in
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TABLE 2. The power consumption during transmission, reception, and
sleep.

Table 2. The power consumption is calculated as the product
of current I and supply voltage V for each state.

Since relays do not know the reception timing of the data
packet in multi-hop communication, it is necessary to keep
the receive window open to receive the data packet. Thus, the
scenario when the relays always open the receive window is
considered for comparison, i.e., comparison method. On the
other hand, the proposed method enables the relay to estimate
the packet reception time from its corresponding transmitter,
so it can reduce power consumption by switching to a sleep
state.

First, the power consumption during a transmission state,
J tx, can be calculated as

J tx = W slp
× (T f

− T p) +W tx
× T p, (10)

where each relay becomes sleep mode except for packet
transmission duration T p in a transmission frame. This value
is the same for both the proposed and comparison methods.

Next, the power consumption during the reception mode of
the proposed method, J rxprop, is calculated as

J rxprop = W slp
× (T f

− T s) +W rx
× T s. (11)

Since the proposed method enables each relay to estimate
the time slot to receive a data packet, except for the packet
reception, the relay can switch to the sleep state. On the
other hand, in the comparison method, relays must always
open the receive window during the entire reception frame,
so the power consumption during the reception frame, J rxcomp,
is expressed as

J rxcomp = W rx
× T f. (12)

Thus, the power consumption required to forward one
packet at each relay can be calculated for the proposed
method, Jprop, and the comparison method, Jcomp, respec-
tively as

Jprop = J tx + J rxprop, (13a)

Jcomp = J tx + J rxcomp. (13b)

The power consumption required to forward one packet at
each relay is plotted as a function of Q in Figure 11 with
S as a parameter. If the proposed method is not applied,
a constant amount of power is consumed regardless of Q
because the relay always opens the receive window. For
smaller S, packet transmission time T p becomes shorter, and
hence transmission power consumption J tx becomes smaller.
As a result, overall power consumption Jcomp is smaller.
For the proposed method, receive power consumption J rxprop
becomes smaller as Q increases because of shorter time slot

FIGURE 11. Power consumption required for one packet forwarding as a
function of Q.

length T s, meaning larger Q is preferred from the viewpoint
of power consumption.

However, as Figure 10 shows, the PDR performance
deteriorates for largerQ due to the clock drift. We can say that
there is a tradeoff between the power consumption reduction
and PDR performance. Thus, the power consumption Jprop
with Q⋆ in Figure 10 is the minimum power consumption
the proposed method can achieve. For the simulation
parameters considered, the proposed method reduces the
energy consumption by about 84.7% (at Q⋆

= 29) for S = 7,
76.5% (at Q⋆

= 19) for S = 8, and 63.3% (at Q⋆
= 11) for

S = 9, compared to the system without proposed method.

V. EXPERIMENTAL MEASUREMENT
This section reports the implementation results of the
proposed method on commercially available devices and
provides indoor experimental results of multi-hop commu-
nication using the proposed method. Each device alternates
between transmitting and receiving at each frame. Each
device selects one resource frommultiple resources in a frame
to transmit or receive: the mapping formulas, (2) and (3), are
shared among the devices in advance and used for time slot
and frequency channel selection.

A. COLLISION AVOIDANCE MAPPING MEASUREMENT
1) EXPERIMENTAL ENVIRONMENT
Figure 12 shows the experimental environment for the
collision avoidance mapping measurement, presented in
Section V-A. The 920 MHz band radio module ES920LR2
produced by EASEL and the evaluation board ES920EB
were used as devices (Transmitter, Relay 1, Relay 2, and
Receiver). Each device was connected to a PC to store the
communication logs. This connection was used for storing
the log only and each device was working on its own internal
clock. A spectrum analyzer connected to a PC was used
to monitor the spectrum of each device. Each device is
equipped with an antenna, and the transmission power is set
to a different value for each device for monitoring purposes
(Table 3). Please note that the performance of the proposed
method and its effectiveness are not affected by the locations
of devices and the distances between them. Thus, for the ease
of experimental carryout, we adopted the experimental setup
as shown in Figure 12.
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FIGURE 12. Experimental environment for Collision avoidance mapping.

TABLE 3. Transmission power of device.

2) EXPERIMENTAL RESULTS
The experimental results are provided in this section. First,
Figure 13 shows an example of transmission mapping when
the number of time slots is Q = 2 and the number
of frequency channels is K = 4. This is an example
of multi-hop communication with sufficient transmission
resources. Each device switches transmission and reception
every T f sec. The mapping formula, (2) and (3) are used
to adaptively select time slot q and frequency channel k for
each packet transmission. This allows Transmitter and Relay
2, which are assumed to be in a hidden node relationship,
to transmit data packets in the same frame while avoiding
packet collision at Relay 1. Furthermore, Relay 1 can open
the receive window so that it can receive the next packet
from Transmitter only. In the example shown in Figure 13,
sfTransmitter and Relay 2 selected resources that were
orthogonal to each other in time and frequency because there
were sufficient resources for selection. In practice, packet
collision avoidance is possible if either time or frequency is
different. The proposed method works as long as the number
of resources (Q× K ) within a frame is at least two.

Next, two examples where the number of resources within
a frame is two are shown in Figures 13(b) and 13(c). First,
Figure 13(b) shows the situation when there is only one time
slot but two frequency channels, i.e., T f

= T s. Transmitter
and Relay 2 can avoid packet collision by selecting different
frequency channels by using (2) and (3), to avoid collisions.
Next, Figure 13(c) shows the situation when there is only
one frequency channel but there are two time slots. In this
scenario, packet collision avoidance is realized by selecting
different time slots.

B. CURRENT MEASUREMENT
In this implementation, an experimental multi-hop com-
munication system is established using four devices: one
transmitter, two relays, and one receiver. Figure 14 shows

FIGURE 13. Transmission mapping of each device (Color and aspect ratio
corrected). The solid yellow broad line shows the boundary of the time
frame and frequency channel while the dotted yellow line shows the
boundary of time slot within a time frame.

the experimental environment for Current measurement in
Section V-B. The 920 MHz band radio module ES920LR2
from EASEL and the evaluation board ES920EB were used
for each device, and communication logs were checked on a
PC. Relay 1 is connected to a USB tester to measure current
consumption and voltage.

The measurement results of the current consumption of
Relay 1 that receives packets from Transmitter and forwards

8 VOLUME 12, 2024



H. Shida et al.: Transmission Timing and Synchronization Control for Energy-Efficient Multi-Hop LoRaWAN

FIGURE 14. Experimental environment for current measurement.

FIGURE 15. Current consumption of elapsed time.

FIGURE 16. Cumulative power consumption as a function of elapsed time.

them to Relay 2 are shown in Figure 15. The frame length is
set to T f

= 10 sec, and the number of time slots is set to
Q = 1 without loss of generality.

The proposed method is labeled as ‘‘prop.’’ and the
comparison method is labeled as ‘‘comp.’’, in which the
receive window is always open except when sending packets.
Generally, the current is higher during transmission and
reception states than during sleep state and standby state,
so the peaks are higher. The comparison method (comp.)
requires each relay to always open the receive window
because it does not know when the packet will arrive, which
results in a higher current. On the other hand, the proposed
method (prop.) enables the relays to predict the time slot and

frequency channel in which a packet will arrive. It can be
confirmed from Figure 15 that the current consumption rises
temporarily at the start of the receive standby and enters the
sleep state immediately after the reception is completed. This
indicates that the proposed method (prop.) is able to take a
longer time for sleep mode.

Next, the accumulated energy consumption of Relay 1 is
shown in Figure 16. The power consumption is calculated by
integrating the product of the current consumption measured
in Figure 16 and the power supply voltage (5.23 V) over
time. Both methods show a linear increase in cumulative
power consumption with elapsed time. The proposed method
(prop.) shows a more gradual increase than the compared
method (comp.), reducing cumulative power consumption
by about 51.8%. This enables battery-powered relay devices
such as LoRaWAN devices to continue operating for nearly
twice as long as the comparison method.

VI. CONCLUSION
This paper proposed an autonomous distributed adaptive
resource allocation method and a synchronization misalign-
ment compensation method to solve the hidden node prob-
lem, synchronization misalignment, throughput degradation,
and increased power consumption in a LoRaWAN multi-
hop communication. In particular, the proposed method maps
transmission resources using the index of the order of hops
and the packet counter that can be obtained from the received
packet. Sharing the transmission resources selected by each
device among the devices in a distributed manner enables
the devices to avoid packet collisions and open the receive
window only when it is necessary. Through experiments on
actual equipment, the operation of the proposed mapping
method that enables synchronous processing and collision
avoidance, as well as the reduction of power consumption,
was demonstrated. Implementing the proposed method in a
commercially available private LoRa system has shown up to
50% reduction of the device power consumption compared to
the system without the proposed method.

In this paper, we have considered a single-chain of the
multi-hop communication link of LoRaWAN, which is a
practical setup scenario to extend the communication distance
of the LoRaWAN system. However, we also acknowledge
the scenario where multiple transmitters or relays transmit
packets to a relay. Extending the proposed approach to such a
scenario is an important research direction. Furthermore, this
paper did not consider packet retransmission that can enhance
the reliability of LoRaWAN communication. Although incor-
porating packet retransmission into the proposed method can
significantly improve communication reliability, a careful
resource selection algorithm should be developed as the
proposed method relies on the packet counter for resource
allocation. An unexpected packet collision may happen if
the packet is lost during relaying. Thus, incorporating packet
retransmission into the proposed method is an interesting
future work.
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